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Chapter 1 

Introduction 

1.1    Program Objective 

Many methods have been proposed for suppressing interference in a direct sequence spread 
spectrum signal and a number of these utilize adaptive transversal suppression filters to 
remove a large portion of the interference prior to despreading. The objective of this effort 
was to study the performance of these adaptive filtering systems and to improve their perfor- 
mance by compensating for the distortion introduced into the desired direct sequence signal 
during the adaptive filtering process. The overall goal was to produce a low-complexity 
adaptive suppressor that can rapidly adapt to changing interference environments. A sec- 
ond objective was to investigate the effect of multipath propagation on the the performance 
of these interference mitigation techniques and to consider ways to combine the energy in 
the multiple received paths. A combination of simulation and analysis was used to perform 
this study. Simulations were performed using the Signal Processing WorkSystem (SPW) 
from AltaGroup of Cadence Design Systems, Inc. 

1.2    Report Organization 

The next chapter provides some background on the predictive and two-sided adaptive filters 
which are the primary focus of this investigation. In Chapter 3 analytical expressions are 
obtained for the tap weights for both types of filters and the resulting frequency responses are 
compared. Chapter 4 introduces the idea of using a compensating filter after the adaptive 
suppressor in order to mitigate the distortion introduced during the suppression process 
while Chapter 5 describes the systems that were built in SPW to investigate the performance 
of the techniques. Chapter 6 presents performance results for the various systems, mostly in 
the form of bit-error-rate (BER) values obtained through Monte Carlo simulation. Finally, 



Chapter 7 summarizes the work performed during the effort and the major results that were 
obtained and presents some topics for further investigation. 



Chapter 2 

Time Domain Adaptive Filter 
Suppressors 

Many methods have been proposed for suppressing interference in a direct sequence spread 
spectrum signal [1]. A number of these utilize transversal suppression filters to remove a 
large portion of the interference prior to despreading, including [2, 3, 4, 5, 6, 7]. In [2], 
pre-whitening transversal filters are designed according to Wiener and maximum entropy 
methods. Here, past samples of the received signal are used to generate an estimate of the 
current value of the interference. This estimate is then subtracted from the signal to form 
an estimate of the direct sequence signal. In [3], a two sided transversal filter is introduced 
that uses both the past and future values of the incoming signal to predict the current 
sample and, in the process, suppress narrowband interference. Two adaptive suppression 
techniques are introduced in [4], an FFT spectral analysis technique and a parametric linear 
prediction method. In [5] an adaptive receiver is presented that uses bit decisions to create 
an estimate of the transmitted signal, which is then subtracted from the received signal to 
form an estimate of the interference. The algorithm whitens this estimate of the interference 
and then uses the same filter coefficients to filter the received signal. 

Other time-domain adaptive filter-based techniques have been proposed which work in 
a decision-directed mode to produce a minimum mean square error (MMSE) estimate of 
the transmitted data sequence. One of these techniques is the adaptive correlator receiver 
described in [8]. These techniques provide improved bit-error rate (BER) performance but 
require the use of a training sequence. Additionally, the adaptive algorithm can be iterated 
only once per symbol rather than once per chip, resulting ins a large increase in convergence 
time, particularly for large processing gains, and the associated reduction in the ability to 
track rapidly changing interference environments. 

This effort will focus on improving the performance of transversal filter suppressors 
which operate blind, i.e. without a training sequence, by compensating for the distortion 



introduced into the desired direct sequence signal during the adaptive suppression process. 
As a result, the main focus is on the predictive and two-sided adaptive transversal filter 
structures. The goal is to produce a low-complexity adaptive suppressor that can rapidly 
adapt to changing interference environments. A second objective is to investigate ways of 
coupling this interference mitigation technique with a system for combining the energy in 
multiple received paths. 

2.1    Predictive Pre-Whitening Filter 

A simple predictive adaptive filter interference suppression structure is shown in Figure 2.1 [2, 
4, 7, 5, 9]. In this system, the input signal x[k] consists of a direct sequence spread spectrum 

x[k] 
x[k-l x[k-2] x[k-N+1]      x[k-N] 

Mx)"3® "*Mx)WN-® 

Figure 2.1: Predictive Transversal Filter 

signal, additive white Gaussian noise (AWGN) and interference. This composite signal is 
fed into a tapped delay structure having a tap spacing equal to the chip duration, Tc. De- 
layed input samples, x[k - l],x[k - 2], ...,x[k - N] are multiplied by a set of tap weights, 
Wi,W2,...,Wff, and the products are summed to form the signal y[k\. This output is then 
subtracted from the input signal to form an error signal, e[k]. 

The tap weights are determined using an adaptive algorithm which works to minimize 
the error signal, e[k]. This adaptive process forces y[k] to become an estimate of the current 
sample of the input signal, x[k], that is based on past samples of the input signal, x[k - 
1], x[k-2],...,x[k-N\. For the direct sequence signal and the AWGN, the fact that samples 
of these signals are poorly correlated makes the system unable to form an accurate estimate 
of the most recent sample based on the past samples. Consequently, y[k] will not contain 
an estimate of the direct sequence signal and the AWGN. However, if the interference is 
narrowband, its samples will be highly correlated and y[k] will be an accurate estimate of 



the interference. The error signal, then, will become an estimate of the uncorrelated portion 
of the input, i.e. the direct sequence signal and AWGN. 

Due to the behavior described above, the structure shown in Figure 2.1 is often called a 
correlation canceler or a pre-whitening filter. Since a white signal has an impulse function 
for its autocorrelation function, i.e. it is correlated only with zero shifts of itself, the two 
descriptions are identical. An anti-jam direct sequence receiver can be made using the 
adaptive suppressor by feeding the received signal first through the pre-whitening filter and 
then into a conventional correlation receiver as shown in Figure 2.2. 

AWGN 

i 
Adaptive 

Pre-Whitening 
Fitter 

Correlator 
Receiver 

Direct Sequence 
Transmitter r^> 

V T 

Interference 

Figure 2.2: Direct Sequence System using a Pre-whitening Anti-jam Receiver 

Many algorithms can be used to determine the tap weights for the adaptive suppressor. 
The two most common techniques are the Least-Mean Square (LMS) and Recursive Least 
Square (RLS) algorithms. Both these algorithms are iterative, meaning that they do not 
require information about the statistics of the incoming signal but, rather, adapt on a step- 
by-step basis to converge to the optimal (in the mean-square sense) tap weights. In the 
direct sequence receiver application, an iteration occurs each time a new sample is input 
into the delay line, meaning that the system adapts once per chip of the signal. 

2.2    Two-Sided Adaptive Filter 

There are several variations of this structure that can be used for suppressing interference. 
The most notable variation is the two-sided transversal filter, shown in Figure 2.3, in which 
an estimate of the current input sample is formed using both past and future samples of the 
signal. Direct sequence receivers using the two-sided structure to suppress narrowband in- 
terference have been shown to provide BER performance than receivers using the predictive 
filter structure [3]. The two-sided structure has the advantage that it creates a linear phase 
response, meaning that it does not introduce any group delay distortion into the signal. 
Additionally, the structure does not behave as a pre-whitening filter but, rather, operates 
more like a power inverter. In this case, the output spectrum resembles the inverse of the 
input spectrum where, for example, a portion of the input spectrum that is at +20 dB is 
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Figure 2.3: Two-Sided Transversal Filter 

suppressed to -20 dB in the output. This property of the two-sided filter will be illustrated 
later. 



Chapter 3 

Filter Responses 

In this chapter, we derive the Wiener response for both the predictive and two-sided 
transversal filter responses and use the results to illustrate and compare the behavior of 
the two filter types. 

3.1    Analytical Wiener Responses 

3.1.1    Predictive Filter 

The input to the adaptive filter is given by a;[A;] and the tap weights are given by Wi[k]. To 
simplify the derivation, vector notation will be used to represent these quantities. For a 
filter with N taps, the vector of samples in the delay line is given by 

x[*] = 

x[k - 1] 
x[k - 2] 

x[k - N] 

(3.1) 

Since we will be deriving the Wiener response, there will not be a time dependence on the 
tap weights. The tap weight vector, then, is represented by 

w = (3.2) 



With this notation, the sum of the tap weights times the delayed input samples can be 
represented by 

y[k] = w x[k] (3-3) 

and the corresponding error signal is 

e[k]   =   x[k]-y[k] 
=   x[Jfc]-wTx[A:]. (3.4) 

To determine the weight vector which produces the minimum mean-square error (MMSE), 
first square e[k] as given by (3.4)to get 

e2[k] = x2[k] - 2x[k}wTx[k] + wTx[fr]xT[fc]w. 

Now, evaluate the expected value of e2[k), 

E{e2[k}} = E{x2[k]} - 2E {wTx[k]x[k}} + E {wTx[k]xT[k]w} . 

Since w is a constant, it can be passed through the expectation operator, yielding 

E {e2*M} = E {x2[k}} - 2wT£{x[k]x[k}} + wT£ {x[ifc]xT[A;]} w. 

To simplify (3.7), define the autocorrelation matrix of the input signal as 

R   =   E{x[k]xT[k}} 

x[k-l]x[k-l] x[k-l]x[k-2] ••• x[k - l]x[k - N] 
ar[Ar - 2]a:[ifc - 1] x[k - 2}x[k - 2] ••• x[k-2]x[k-N] 
x[k-3]x[k-l]    x[k-3]x[k-2]    •••   x[k-3]x[k-N] 

(3-5) 

(3-6) 

(3.7) 

=   E{ (3-8) 

x[k-N]x[k-l]   x[k-N]x[k-2]   •••   x[k - N]x[k - N] 

For a stationary input signal, E {x{k - m\x[k - n]} = R[n - m], where R[a] denotes the 
autocorrelation function of the input signal. If the signal is also real, R[a] also has even 
symmetry and (3.8) can be rewritten as 

Ä[0] Ä[l]       •••   R[N-l] 
R[l] R[0]       •••   R[N-2] 
R[2] R[l]       •••   i?[iV-3] R   = 

R[N-l]   R[N-2]   ■■■       R[0] 

In the same way, the cross-correlation vector between x[k] and the input vector 

P   =   E{x[k]x[k}} 

(3-9) 

El 

x[k]x[k-l] T» 
x[k]x[k - 2] 

> = 

x[k]x[k - N) \ , 

8 

R[l] 
R[2] 

[R[N] 

(3.10) 



Using these new variables, (3.7) can be rewritten as 

E {e2[k}} = E {x2[k}} - 2wTP + wTRw. (3-11) 

To determine the optimal weight vector, take the partial derivative of (3.11) with respect 
to w 

dE{e2[k}}        nn    nn 

dw 
= -2P + 2Rw 

and set the result equal to zero yielding, 

Rw = P. 

Rearranging (3.13) produces the Wiener-Hopf equation 

w = R^P. 

(3.13) 

(3.14) 

3.1.2    Two-Sided Filter 

For the two-sided filter, the tap weights are symmetrical around the center tap, e.g. wx = 
w-i, w2 = W-2, etc.. Consequently, we will derive an expression for one side of the weights, 
the same weight vector as given by (3.2). To start, express the contents of the delay line by 
two separate vectors 

xn[k] = 

and 

Xp[fc] = 

x[k - 1] 
x[k - 2] 

. x[k - N] . 

x[k +1] 
x[k + 2] 

x[k + N] . 

(3.15) 

(3.16) 

The total contents of the delay line in Figure 2.3 are the samples in xn[k], Xp[k] along with 
x[k]. The error signal, e[k], is given by 

e[k]   =   x[k] -wTxp[A;] -wTxn[A;] 

=   x[k}-wT(xp[k}+xn[k]). (3.17) 

As with the predictive case, we must find the weight vector which produces the minimum 
mean-square error. Start by finding the square error 

e2[k] = x2[k] - 2x[k]wT(xp[k] + xn[A;]) + wT(xp[A;] + xn[k])(xp[k] + xn[k])Tw      (3.18) 

9 



and then taking the expectation to produce 

E {e2[k}} = E {x2[k}}   -   2wTE{x[k}(xp{k} + xn[k})} 

+   wTE{(xp[k]+xn[k})(xp[k}+xn[k})T}w.        (3.19) 

If it is assumed that the input signal is stationary, 

E{x{k](xp[k} + xn[k})} = 2P (3.20) 

where P is defined in (3.10). Now consider the expectation in the third term on the right 
of (3.19). Expanding, 

E{(xp[k} + xn[k))(xp[k]+xn[k})T} 

=   E {xp[k]xT
p[k} + xn[k]xT

p[k} + xp[k}xrn[k] + xn[k]xT
n[k}} 

Again, for a real, stationary input signal 

E {x#]xT
p[A:]} = E {xn[k}xT

n[k}} = R, 

where R is defined in (3.9). Also, 

(3.21) 

(3.22) 

E{xn[k]xT
p[k]} = 

R[2) 
R[3] 
R[4] 

R{3] 
R[A] 
R[b] 

R[N +1] 
R[N + 2] 
R[N + 3] 

R[N + 1]   R[N + 2]   •••   R[N + N] 

^G, (3.23) 

where G has the form of Hankel matrix. Using this notation, the mean-square error can be 
expressed as 

E {s2[k}} = E {x2[k}} - 4wTP + 2wTRw + 2wTGw. (3.24) 

Taking the partial derivative with respect to w, setting the result to zero and solving for w 
yields an expression for the MMSE weight vector, 

w = [R + GpP (3.25) 

3.2    Comparison of Frequency Responses 

The expressions for the tap weights in both the predictive and two-sided filters were coded 
into Matlab. The SPW system of Figure 5.1 was used to generate a segment of the 
composite direct sequence spread spectrum (DSSS) plus AWGN plus jammer signal and 
the SPW Signal Calculator was used to produce the one-sided autocorrelation sequence, i.e. 

10 



R[0], R[l], R[2], • • •, for that signal. This autocorrelation sequence was used as the input to 
the Matlab and used to calculate the tap weights for both the predictive and two-sided 
filters. These weights are then used to generate the impulse responses for the filters and, 
subsequently, their frequency responses through the use of a Fast Fourier Transform (FFT). 

Figure 3.1 compares the frequency response of the filters with a narrowband Gaussian 
jammer having a normalized center frequency of 0.234, normalized bandwidth of 0.1, Jam- 
mer to Signal Power Ratio (JSR) of 20 dB and energy per bit to one-sided noise power 
spectral density ratio (Eb/No) of 10 dB. The order of the filters is 10, meaning that the 
predictive filter has 10 variable tap weights and the two-sided filter has a total of 20 variable 
taps. Normalization is with respect to the chip rate. The figure also shows an estimate of 

Comparison of Predictive and Two-Sided Filters (order=10, JSR=20dB) 

1000      2000      3000      4000      5000      6000      7000      8000      9000 
Bin Number (8192-pt FFT) 

Figure 3.1: Comparison of filter frequency responses, order = 10, JSR = 20 dB. 

the power spectrum of the input signal, obtained by plotting the magnitude squared of a 
FFT of a segment of the signal itself. 

The first thing to note in Figure 3.1 is that the use of a sampling rate that is equal 
to the chip rate results in the aliasing of the jammer, meaning that the jammer produced 
by passing white Gaussian noise through a filter with a bandwidth of 0.1 times the chip 
rate actually affects 20% of the frequency band, as opposed to 10%. With respect to the 
frequency responses of the predictive and two-sided filters, it is clear that the predictive 
filter tends to act as a pre-whitener, since the response approximates the mirror image of 
the signal spectrum.  Passing the signal through this frequency response does result in a 

11 



nearly white spectrum. To the contrary, the two-sided filter produces a notch at the jammer 
frequencies that is nearly twice as deep as is needed to whiten the input signal. As a result, 
the effect of passing the input signal through this filter will be to produce an output signal 
whose spectrum is nearly the mirror image of the input signal spectrum. Figures 3.2 and 
3.3 show the output spectra for the two-sided and predictive filters, respectively. 

Spectrum at Output of Two-Sided Filter (order=10, JSR=20dB) 

1000       2000       3000      4000       5000       6000       7000       8000       9000 
Bin Number (8192-pt FFT) 

Figure 3.2: Output spectrum for the two-sided filter. 

Quality of the response is clearly a function of the order of the filter. A higher order 
filter is better able to suppress the interference while less distortion in other parts of the 
spectrum. Figures 3.4, 3.5, and 3.6 show the filter responses when the JSR is 30 dB and 
the filter order is 5, 10 and 20, respectively. Note how the notch in the frequency responses 
become more ideal as the filter order increases but the depth of the these notches does not 
vary with filter order. Note that the filter responses become flatter away from the jammer 
and the transition bands of the filters become narrower for the. higher order cases. 

12 



70 
Spectrum at Output of Predictive Filter (order=10, JSR=20dB) 

i 1 1 1 1 1  

0   1000  2000  3000  4000  5000  6000  7000  8000  9000 
Bin Number (8192-pt FFT) 

Figure 3.3: Output spectrum for the predictive filter. 
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Comparison of Predictive and Two-Sided Filters (order=5, JSR=30dB) 
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Figure 3.4: Comparison of frequency responses for order = 5, JSR = 30 dB. 
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Comparison of Predictive and Two-Sided Filters (order=10, JSR=30dB) 
1001 1 1 i 1— 

-100 
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Figure 3.5: Comparison of frequency responses for order = 10, JSR = 30 dB. 

100 
Comparison of Predictive and Two-Sided Filters (order=20, JSR=30dB) 
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Figure 3.6: Comparison of frequency responses for order = 20, JSR = 30 dB. 
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Chapter 4 

Filter Compensation 

When a signal passes through a multipath channel, very often the receiver will incorporate 
some type of equalization or compensation process to mitigate the effects of the channel. 
With spread spectrum signaling, this equalization is usually performed using a RAKE re- 
ceiver [10,11], which seeks to coherently combine the signal energy contained in the multiple 
delayed signal copies. For the case where the transmit signal bandwidth exceeds the coher- 
ence bandwidth of the channel, the fading is said to be frequency selective and the channel 
is often modeled as a tapped delay line structure as shown in Figure 4.1. In this case, it is 

s(t) 

W 
2 
w 

1 
w 

1 
w 

( 1 
' ' c. I 

"MX) °Hx) 'L-Mx) °KX) 

Figure 4.1: Tapped delay line channel model. 

assumed that the RF bandwidth of the signal is W, and the channel model consists of com- 
plex channel coefficients, C\, c2, • • •, ci which are spaced in time by 1/W. The tap weights 
are time varying, resulting in a channel frequency response that is time varying. A RAKE 
receiver uses knowledge of the channel response, i.e. knowledge of ci, c2, • • •, CL to perform 
the compensation process. One form of the RAKE receiver is shown in Figure 4.2. The 
receiver consists of a tapped delay line structure with the same tap spacing as the channel. 
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Figure 4.2: One form of the RAKE receiver. 

The tap weights, however, are time reversed and complex conjugated with respect to those 
of the channel. The output of the tapped delay filter is fed to a standard correlator receiver 
which despreads the spread spectrum signal and produces the decision variable. 

The operation, and optimality, of the receiver is easy to understand. Assume that the 
DSSS signal is produced by feeding impulses, with amplitude ±1 depending on the particular 
data bit being sent,into a FIR filter having a impulse response that is equal to the spreading 
sequence. The output of this filter'passes through a second filter that produces the multipath 
channel effects and the output of this filter is summed with white Gaussian noise and fed 
to the receiver. For optimal detection of a signal in AWGN, the received signal should 
be processed by a matched filter, which has an impulse response that is the time-reversed, 
complex conjugated version of the signal. In this case, the receive filter must be matched 
to the cascade of the spreading and channel filters. The RAKE receiver makes this receive 
filter as a cascade, one filter matched to the channel and a second, the correlator, matched 
to the spreading filter. The result is optimal detection in AWGN. 

The concept behind the adaptive filter compensation technique is to view the adap- 
tive filter suppressor as a known multipath channel and follow it by a RAKE receiver to 
compensate for the distortion that it introduces. In the case of the predictive filter, the 
channel has the coefficients 1, -wx, -w2, • • •, -wN while, in the case of the two-sided filter, 
the coefficients are —w^, • • •, -iui, 1, —wi, • • •, -tujv. 

Figure 4.3 shows the structure of the compensated adaptive filter receiver. The tap 
weights from the adaptive suppressor are fed forward to the RAKE combiner which uses 
them to compensate or equalize the multipath distortion produced in the interference sup- 
pression process. For this case, the tap spacing in the RAKE is the same as that in the 
adaptive suppressor and is equal to one chip interval. The output of the RAKE combiner 
is the processed by a correlator matched the spreading code. 

16 



Input  ». Adaptive 
Suppressor 

—»■ 
RAKE 

Combiner 
—» Correlator —>■ 

, , 

Output 

tap weights 

Figure 4.3: Compensated adaptive filter receiver. 

For this receiver to be optimal, it is necessary for the DSSS signal to be in AWGN at 
the output of the adaptive filter, since the operation of the RAKE is predicated upon the 
signal being contained in AWGN. If we consider the predictive filter which, as shown earlier, 
acts as a pre-whitener, this condition is approximately met. First assume that the power 
spectral density (PSD) of the DSSS signal is flat, i.e. that the DSSS signal is white, and 
that there is a significant amount of processing gain such that the PSD of the AWGN is 
significantly larger than that of the nearly white DSSS signal at the input to the adaptive 
filter. The signal at the output of the adaptive filter consists of the sum of filtered DSSS, 
AWGN and interference terms and this composite signal has a flat frequency spectrum. 
If there is a strong narrowband interference term at the input of the adaptive filter, then 
the adaptive filter will adjust its frequency response to suppress the portion of the band 
occupied by the narrowband interference in order to make the output spectrum white. Since 
the PSD of the AWGN is significantly larger than that of the DSSS signal, the PSD of the 
sum of the filtered AWGN and interference is approximately white. If the interference is 
a narrowband Gaussian process, then the sum of the filtered AWGN and interference will 
clearly be Gaussian; if the interference is not Gaussian, e.g. a tone, then the sum will likely 
be approximately Gaussian because the sum is dominated by the AWGN. Under these 
approximations, then, the input to the RAKE can be considered to be the DSSS signal 
distorted by the transfer function of the adaptive filter suppressor in AWGN. 

For the two-sided filter, the same reasoning cannot be used since the filter acts as a 
power inverter. In this case the compensation process is not optimal or even nearly optimal 
and, in fact, serves only to worsen the performance. As will be demonstrated later, the 
two-sided filter actually develops a frequency response that approximates the cascade of the 
predictive filter and the RAKE combiner, effectively producing the compensated system in 
one stage. 
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Chapter 5 

SPW Simulation 

The systems were modeled in SPW to allow study of their behavior and performance. 
The sections below describe the simulation systems. To simplify the implementation, all 
functions were implemented for real rather than complex signals. It is assumed in the simu- 
lations that perfect carrier and chip synchronization is maintained. Under these conditions 
and with BPSK signaling, the use of real signal does not result in any loss of accuracy in 
the model. 

5.1    Test Signal Generation 

The performance of the adaptive niters will be studied when the input signal consists of a 
DSSS signal with AWGN and either single tone jamming or narrowband Gaussian jamming. 
In all cases the DSSS signal will be generated using a 63-chip pseudo-noise (PN) signal with 
the data bit duration equal to the duration of a full length of the code. The signal is sampled 
once per chip. The narrowband Gaussian jammer is generated by passing the output of a 
Gaussian noise source through a 10th order Butterworth bandpass filter with a variable 
3 dB bandwidth, and center frequency. Figure 5.1 shows the SPW implementation of the 
signal generation system along with the selectable parameters. 

5.2    Adaptive Filters 

The predictive adaptive filter suppressor is implemented using the adaptive filter block 
provided by SPW. This provided block is configured such that the reference input, i.e. the 
input to the delay line, is operated upon by the first tap weight before being delayed. This 
is contrary to the required configuration that is shown in Figure 2.1 where the reference 
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Figure 5.1: Signal Generation in SPW 

input is first delayed before being multiplied by the first tap weight. As a consequence, 
the predictive filter suppressor is constructed by adding an additional delay in the reference 
input path, as shown in Figure 5.2. 

"Z" 
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i 
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* ^ LMS 
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Figure 5.2: Predictive adaptive filter suppressor. 

The two-sided filter is implemented using two of the adaptive filter blocks provided 
by SPW and is shown in Figure 5.3. The adaptive weights on each side of the filter are 
implemented using an adaptive filter block and the center, unity-valued tap is wired into 
the diagram. As implemented, this system does not force the tap weights on each side of 
the filter to be mirror images of each other though, in practice, they adapt to produce this 
condition. 

Figure 5.4 shows the structure used to implement the compensated predictive adaptive 
suppressor. In this case the tap weights from the predictive filter are time-reversed and used 
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Figure 5.4: Compensated predictive adaptive filter suppressor. 
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in the RAKE combiner. Since the signals and filter tap weights are real-valued, complex 
conjugation is not required. Figure 5.5 shows the structure of the compensated two-sided 
adaptive filter suppressor. The structure closely parallels that of the compensated predictive 

->-» ■" 

+ Z 
1 
-■■- 

aX   ' 
1 

(cX+ 
i 

Figure 5.5: Compensated two-sided adaptive filter suppressor. 

filter. The two-sided adaptive filter itself, previously shown in Figure 5.3, is contained in 
the block on the left and the remainder of the structure simply implements the same filter 
with the tap weights reversed. Due to the symmetry in the two-sided filter, the filter with 
the tap weights reversed is actually the identical filter. 

5.3    Test Systems 

Many different test systems were constructed using the building blocks described above. 
In all cases, the despreading operation was performed using vector operations, where the 
unmodulated PN sequence and the spread information-bearing signal, obtained directly from 
the channel, the output of an adaptive suppressor or the output of a compensated adaptive 
suppressor, are converted to vectors and processed using a dot multiply to produce a scalar 
decision variable. In constructing the vectors, care is take to ensure that each vector, 
which has a length equal to the number of chips in the PN sequence which also equals the 
processing gain of the system, contains a segment of the signal that is aligned with the start 
and end of the PN sequence. 

Systems were created to investigate the following: 

• Determine the BER performance of the compensated and uncompensated adaptive 
filter systems. 

• Determine the make-up of the signal after suppression, i.e. the effect of residual 
interference power vs. the effect of the code distortion on the BER performance of 
the system. 
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This second case is handled by creating a system which implements copies of the adaptive 
suppressor whose weights are determined by one master suppressor. What this means is 
that the composite DSSS signal, AWGN and interference signal is fed into an adaptive 
suppressor which adjusts its tap weights in an attempt to remove the interference. The 
tap weights are then copied to non-adaptive filters which implement the same structure but 
which are fed individual components of the input signal, i.e. the DSSS signal alone, the 
AWGN alone or the interference alone, rather than the composite signal. Since the systems 
are linear, summing the outputs of these filter would produce the same signal as from the 
adaptive suppressor. However, by generating the components separately, it is possible to 
see how the individual components are affected by the suppression process. 
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Chapter 6 

Performance Results 

The BER performance of the adaptive filter receivers, both with and without compensation, 
were evaluated usine SPW. Some of the main properties of the simulations are given below. 

• Spreading is performed with one data bit per length of the PN sequence, where the 
sequence length is 63. 

• Results are obtained using Monte Carlo simulation with a minimum of 200 errors for 
each data point. 

• Modulation is BPSK with the channel modeled at baseband. 

• Perfect carrier, chip and data synchronization is assumed. 

• AWGN and narrowband interference are introduced in the channel. The narrowband 
interference is either a single tone or narrowband Gaussian waveform. 

The sections below show some performance results first for a channel with AWGN and 
interference and then for a channel with multipath propagation. 

6.1    AWGN and Interference 

Figure 6.1 shows the performance of the various systems as a function of the bit energy to 
one-sided noise power spectral density, Eb/N0 for a single tone jammer with a normalized 
frequency of 0.234 and a JSR of 20 dB. The order of the adaptive suppressors is 10. The 
figure shows the performance of both the predictive and two-sided filters both with and 

23 



0.1 

cd 
CC 
I- 

g 
LU 

m 

0.01 

0.001  r 

0.0001 

 1  , , -T— , , 1                             ; 

Pred -♦— : 

Pred+C -+— 

TS+C ■■* 
No Sup -*— 

BPSK -»- - 
^5^=^^ 

"*■"•-.* 
- ■ -"^^'fr1'?*»»^ ' ~ ' ~ ■ -*^ *" ■ "??^?>r>^^ 

"  '*1 *"*::^V^ft>^. 

*'*«. **?-v^s- 
" "    „           *'"*-"""'^>Ns^ 

"*''"■ v       " *"*^^^^^s^.                                                                                                                              ' '. 
"'*•■»     * ""**'*^"»^^ss>w 

• 
■ Vv      ^V\ ' '"*.    *>^\ 
• s ■         * 'V  X'\ 

N'x         '*\\''\\ 
■\          **^   \\ 

; v.               "   .N     '"'vV' 

; ~v     "'vC': . •."i 
N-^  '1 

• 1                              1 I                              I                               1                               I 

3 4 5 
Eb/No in dB 

Figure 6.1: BER vs. Eb/N0 for a single tone jammer with frequency = 0.234 and JSR = 20 
dB. Filter order = 10. 

24 



without compensation along with the performance without any interference suppression 
(No Sup) and the performance in AWGN alone (BPSK) calculated using 

BER = -erfc 
2 

where erfc(:r) is the complementary error function given by 

(6.1) 

2    r00    *2 
erfc(x) = -;=       e_t dt (6.2) 

V7T Jx 

Each of the suppressors provide a large improvement in performance over the no suppression 
case. The predictive filter is the worst of the suppressors while the two-sided filter and the 
compensated predictive filter provide the best performance. The compensated two-sided 
filter does not provide performance that is as good as the two-sided filter alone. This 
results is not surprising since the compensated two-sided filter is clearly not an optimal 
receiver configuration. 

A greater spread in performance is obtained with the use of a narrowband Gaussian 
jammer. Figure 6.2 shows the performance of the various systems as a function of Et,/N0 

for a narrowband Gaussian jammer having a JSR of 20 dB, normalized center frequency of 
0.237 and a normalized bandwidth of 0.1. The order of the adaptive suppressors is 20. 

The curves clearly show that the predictive filter alone (Pred) is the least effective of 
the suppressors. The performance of the compensated predictive filter (Pred + C) and the 
two-sided filter (TS) are virtually identical. As will be shown later, this is because the two 
structures implement nearly the identical transfer function. The compensated two-sided 
filter (TS + C) actually performs worse than the two-sided filter alone. 

Figure 6.3 shows the results for the same jammer when the filter order is reduced to 
10. Very little performance degradation is evident in the figure. To investigate this point 
further, Figure 6.4 shows how the BER varies with the filter order for this same jammer 
when Eb/N0 is fixed at 6 dB. Due to the fact that the compensated two-side filter does not 
perform as well as the two-sided filter alone, performance results are not provided for it on 
the figure. As the figure shows, once the order gets above approximately 7, the performance 
remains relatively constant for further increases. 

Figure 6.5 shows how the BER performance varies as a function of the jammer band- 
width. For this case, the jammer frequency is 0.234 and JSR = 20 dB. The figure shows 
the performance without suppression, with the predictive adaptive filter, with the two-sided 
adaptive filter and an "ideal" performance. The ideal performance is derived assuming that 
the portion of the bandwidth of the signal that overlaps the jammer is lost along with all 
the jammer energy during the suppression process. Consequently, if the jammer bandwidth 
is 0.1, the performance is calculated assuming that 20% of the signal energy is loss. The 
actual bandwidth affected by the jammer is twice the bandwidth of the jammer due to 
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aliasing, as demonstrated in Section 3.2.  Under this simple assumption, the BER can be 
calculated in the following way. First, 

(Eb/N0)sup = {Eb/N0)[l-2{BW)], (6.3) 

where (Eb/N0)Sup is the value of Eb/N0 after suppression and BW is the bandwidth of the 
narrowband Gaussian jammer. To determine BER, the result of (6.3) is inserted into (6.1). 

Figure 6.5 shows that the performance of the two-sided filter remains much better than 
that of the predictive filter as the bandwidth increases. The performance of the two-sided 
filter is also near the ideal performance. It is not expected that the two-sided performance 
should be equal to the ideal performance since the ideal performance does not account for 
the residual jammer energy, the code distortion or the finite transition bands of the filter. 

In order to explore the issue of the variation of the two-sided performance from the ideal 
performance, a simulation was configured to determine how much performance loss is the 
result of residual jammer energy in the output of the adaptive suppressor. As described in 
Section 5.3, this simulation used replicas of the suppression filter to process the interference, 
noise and spreading sequence separately, allowing the effect of each component to be isolated 
from that of the others. Tap weights are still determined based on the composite signal, 
however. Figure 6.6 shows some results from this simulation. Of primary interest in the 
figure are the three curves which represent the performance of the two-sided filter for a signal 
consisting of the spread spectrum signal, noise and interference (TS), the performance for 
the two-sided filter for a signal consisting of the spread spectrum signal and noise noise only 
(TS/Noise Only), and the ideal performance (Ideal) determined by (6.3) and (6.1). Note 
that the removal of the interference component has little effect on the BER, indicating that 
there is very little residual interference energy at the output of the filter. Note also that the 
ideal performance, which considers only the loss of spread spectrum signal energy due to 
the removal of a portion of the band, is near the other curves, indicating that the primary 
source of performance loss relative to the theoretical BPSK performance is due the loss of 
spread spectrum signal energy. 

As demonstrated by the BER results, the compensated predictive filter and the two- 
sided filter have nearly identical performance. To demonstrate the equivalence of the two 
structures, Matlab was used to generate the tap weights for both filters with a narrow- 
band Gaussian jammer having JSR = 30 dB and a bandwidth of 0.1. Additionally, the 
compensation for the predictive filter was implemented by convolving the impulse response 
of the predictive filter with the time reverse of itself, producing the impulse response of 
the cascade of the predictive filter and its matched filter. Figure 6.7 shows the impulse 
responses for the two-sided filter and the compensated predictive filters overlayed. As is 
evident in the figure, the impulse responses are nearly identical except for the very edges. 
One reason for this variation is that the tap weights for the two-sided filter use knowledge of 
a broader range of autocorrelation values. Figure 6.8 shows the frequency responses of the 
two structures, obtained by taking the FFT of each of the impulse responses in Figure 6.7. 
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Figure 6.7: Overlay of the impulse responses of the compensated predictive filter (dashed) 
and the two-sided filter (solid). Eb/No=10 dB, JSR = 30 dB, frequency = 0.234 and 
bandwidth = 0.1. 

32 



20 

I -60 

-80 

-100 

-120 

2-sided (solid) 
compensated predictive (dashed) 

1000      2000      3000      4000      5000      6000 
Bin Number (8192-pt FFT) 

7000      8000 9000 

Figure 6.8: Overlay of the frequency responses of the compensated predictive filter (dashed) 
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responses of Figure 6.7. The frequency responses again show that the two structures are 
nearly equivalent. The primary difference between the responses is the greater suppression 
provided by the compensated predictive filter, though the effect of this additional suppres- 
sion on BER performance is negligible. The two responses are very nearly the same away 
from the suppression region. 

6.2    Multipath Channel 

Very often the channel will be characterized by multipath propagation in addition to AWGN 
and interference. As a result, it is important to study how the interference suppression 
techniques, in this case the predictive and two-sided adaptive filters, react to the presence 
of multiple delayed copies of the DSSS signal in the received signal. To this end, a simulation 
was configured which models a static two-path channel, producing two equal-power copies 
of the DSSS signal separated in time by two chips. In all cases the value of Eb/N0 does not 
take into account the extra energy in the second path. As a result, if the receiver ignores 
the second ray, the performance should ideally follow the theoretical BPSK performance. 
However, if the receiver is able to use the energy in the second ray in a constructive manner, 
the performance could potentially be 3 dB to the left of the theoretical BPSK performance. 

Figure 6.9 shows how the introduction of the two-ray multipath channel affects the 
performance of the predictive filter. The figure shows the performance without suppression 
(No Sup) as well as with the predictive filter (Pred) both with and without multipath (MP 
and No MP, respectively). Since all the curves are very near the theoretical BPSK in AWGN 
performance (the no suppression, no multipath case lies on top of the theoretical curve), 
the results indicate the the presence of multipath results in only a very small degradation 
in both the no suppression and predictive filter cases. The reason for this behavior is that 
the despreading is performed using a copy of the spreading sequence that is synchronized 
with the multipath ray with the least delay, making the adaptive filter unable to use the 
correlation introduced by the multipath to cancel part of the code. 

In contrast, the two-sided filter uses both past and future samples when predicting 
the current sample meaning that it should have problems with the multipath channel. 
Figure 6.10 shows performance results for this case. It is clear that the two-sided adaptive 
filter is suppressing some of the DSSS signal, resulting in an increase in the BER. The 
presence of the multipath has introduced correlation between the DSSS portion of the 
received signal and it was the lack of this correlation that gave the two-sided filter its 
ability to selectively suppress the interference and not the DSSS signal. 

The next few figures examine the behavior of the adaptive suppressors for a channel 
that contains both multipath and interference. Figure 6.11 compares the performance of 
the predictive filter for multipath and no multipath channels when a narrowband Gaussian 
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Jammer with frequency of 0.234, bandwidth of 0.1 and JSR of 20 dB is present. As in the 
earlier results for the predictive filter, there is only a slight degradation in performance due 
to the multipath. Figure 6.12 shows the results for the two-sided filter both with and without 
multipath. Here the results are much different because the presence of multipath actually 
improves the performance of the receiver. The BER curve for the case with interference 
and multipath falls to the left of the theoretical BPSK curve, indicating that the adaptive 
suppressor is able to use the energy in the second path. 
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Figure 6.11: BER performance of the predictive adaptive suppressor with a two-ray multi- 
path channel and interference. Interference frequency = 0.234, bandwidth = 0.1 and JSR 
= 20 dB. 

The improvement in performance with multipath that is evident in Figure 6.12 appears 
to be due to a special, and unusual, combination of interference, and multipath. Figure 6.13 
shows the results for both the predictive and two-sided adaptive filters when the interference 
frequency is moved to 0.1176. In this more typical case, the results for the two-sided filter 
show the expected degradation with the addition of the multipath. 
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Figure 6.12: BER performance of the two-sided adaptive suppressor with a two-ray multi- 
path channel and interference. Interference frequency = 0.234, bandwidth = 0.1 and JSR 
= 20 dB. 
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Chapter 7 

Summary and Conclusions 

The following tasks were accomplished during this effort: 

• Simulations were developed in the Signal Processing WorkSystem (SPW) from Alta- 
Group of Cadence Designs for direct sequence spread spectrum systems for a channel 
with tone and narrowband Gaussian interference and AWGN. Receivers have been 
implemented which use both the predictive and two-sided adaptive filter interference 
suppressors as well as a compensation technique which attempts to remove the code 
distortion introduce in the interference suppression process. 

• Analytical results were obtained which provide the tap weights for both the predictive 
and two-sided filters given the auto-correlation of the input signal. 

• We studied the improvement provided by the compensation technique for tone and 
narrowband Gaussian interference. 

• We studied the source of the remaining performance loss, relative the performance in 
AWGN alone, after adaptive suppression of narrowband Gaussian interference . 

• We investigated how the presence of multipath propagation in the channel affects the 
performance of the adaptive suppressors. 

Based on the above accomplishments, we can conclude the following: 

• The compensation technique provides a large performance improvement for the pre- 
dictive filter but does not provide any performance improvement for the two-sided 
filter. 

• The predictive filter alone acts as a pre-whitener while the two-sided filter alone acts 
as a power-inverter. 
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• The two-sided filter is equivalent to the compensated predictive filter. In other words, 
the predictive filter cascaded with the compensating filter has the same impulse re- 
sponse as the two-sided filter. The result of this fact is that it is most likely unnecessary 
to pursue the compensation technique any further. 

• The remaining performance loss after adaptive suppression using either the compen- 
sated predictive filter or the two-sided filter is largely due to the loss of signal energy 
in the suppression process. Very little loss is due to residual jammer, i.e. jammer that 
is not suppressed by the adaptive filtering. 

• As the order of the two-sided filter increases, the performance approaches that for 
BPSK in AWGN alone for strong jammers, assuming that the loss in signal power 
incurred in the jammer suppression process is taken into account. This result indicates 
that distortion of the code portion of the signal during the jammer suppression process 
is not a serious problem. 

• The presence of multipath propagation has a serious detrimental effect on the perfor- 
mance of receivers equipped with the adaptive suppressors. The multipath introduces 
correlation into the DSSS portion of the signal, enabling the adaptive suppressors to 
cancel some of this desired signal. 

7.1    Future Work 

There are several areas which require further study: 

• Develop an approach which allows the two-sided adaptive suppressor to suppress the 
interference without suppressing the DSSS signal in the presence of multipath. Since 
multipath is a common channel property in radio communications, it is essential that 
an interference suppression technique be able to function properly in its presence. 

Develop a structure which merges the multipath energy combining property of the 
RAKE receiver with the interference suppression capability of the two-sided adaptive 
filter. In the best case, it is desirable not only to be able to tolerate multipath but to 
be able to take advantage of the time diversity produced by the multipath to improve 
performance. 
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